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by (L1 et al., 2021), we perform k-means cluster-

Ly ing on the hidden vectors of the training instances
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of semantically similar instances (L1 et al., 2021).
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2022_ACL_JointCL: A Joint Contrastive Learning Framework for Zero-Shot Stance Detection
Code:https://github.com/HITSZ-HLT/JointCL
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2022_KDD_Label-enhanced Prototypical Network with Contrastive Learning for Multi-label Few-shot Aspect Category Detection



attention mechanism. After that, we aggregate all
instance representations for the class n to produce
the prototype:

L.q: 0. ... O prototype-specific O...17'0. ... . N A garamaton (7 n
— ‘?4@ Er—[ generator @ i @ — r- = Aggregation(ry, ..., rg ), (3)

where Aggregation(-) denotes the attention mecha-

nism or average pooling operation. After process-
ing all classes in the support set &, we obtain V
prototypes {rl._ I L rﬂ'r}.

Label-Driven Denoising Framework for MultiLabel Few-Shot Aspect Category Detection

https://github.com/1429904852/LDF



Prototypical Contrastive Learning

Zi Qi = [, 25, , 2]
I Sk = RANDOMSELECT(Q;, K) (8)

“7 _"‘j‘ v}" ) 1 l_
Ti= & > 2 9)

2t€Sk,j€(1..K
Transformer-based Pretrained Language Model €Sk, JE[L...K]

P Nsp(l( sup Z f~, TA) (10)

'// . A\ ' ‘\\I /" A\\ 7 SN /’A\ ; y - \\‘ ke& \ Yi
'.\ 1“ ' ) A“ k ) I‘. ,’I
_/ \ 4 \__/ \) & & : g
i ,Psp('l(7) :,Psup(7) +f(31'-Ty,) (]1)

Carol:..... Now go!</s>Ross:Thanks a lot</s>for "Thanks a lot", Ross feels <mask> ESPCI - ( 1 Psprl('i) ) (12)

| l | i | P )I +1 Nopai(i)

| | |
context prompt

Lot = Z it (13)

2022_EMNLP_Supervised Prototypical Contrastive Learning for Emotion Recognition in Conversation

https://github.com/caskcsg/SPCL



